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Pipeline:

Method Dataset & supervision: ObMan (Synthetic) + F@5 ↑ F@10 ↑

AC-SDF - 0.10 0.19

AC-SDF + HO3D (3D) 0.08 0.15

AC-SDF + HO3D (3D) + HOI4D (3D) 0.09 0.19

Ours + VISOR (2D masks) + Synthetic Shape priors 0.12 (+11%) 0.22 (+11%)

Existing models overfit to few object categories
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Limitations:
- Inaccurate hands
- Limited views

Synthetic: ObMan
(2.5k objects)

Lab setting: HO3D 
(10 YCB objects)

In-the-wild: MOW 
(121 objects, 512 images)

Task:

Limited scale & diversity in 3D shape supervision


